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Introduction: Recent advancements in generative AI, exemplified by ChatGPT, hold promise for healthcare applications such as
decision-making support, education, and patient engagement. However, rigorous evaluation is crucial to ensure reliability and safety
in clinical contexts. This scoping review explores ChatGPT’s role in clinical inquiry, focusing on its characteristics, applications,
challenges, and evaluation.
Methods: This review, conducted in 2023, followed PRISMA-ScR guidelines (Supplemental Digital Content 1, http://links.lww.
com/MS9/A636). Searches were performed across PubMed, Scopus, IEEE, Web of Science, Cochrane, and Google Scholar using
relevant keywords. The review explored ChatGPT’s effectiveness in various medical domains, evaluation methods, target users, and
comparisons with other AI models. Data synthesis and analysis incorporated both quantitative and qualitative approaches.
Results: Analysis of 41 academic studies highlights ChatGPT’s potential in medical education, patient care, and decision support,
though performance varies by medical specialty and linguistic context. GPT-3.5, frequently referenced in 26 studies, demonstrated
adaptability across diverse scenarios. Challenges include limited access to official answer keys and inconsistent performance,
underscoring the need for ongoing refinement. Evaluation methods, including expert comparisons and statistical analyses, provided
significant insights into ChatGPT’s efficacy. The identification of target users, such as medical educators and nonexpert clinicians,
illustrates its broad applicability.
Conclusion: ChatGPT shows significant potential in enhancing clinical practice and medical education. Nevertheless, continuous
refinement is essential for its successful integration into healthcare, aiming to improve patient care outcomes, and address the
evolving needs of the medical community.
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Introduction

In recent years, the field of artificial intelligence (AI), particularly
focusing on generative AI, has experienced a remarkable surge in
both research and real-world applications[1,2]. This surge has
become evenmore pronounced in recent months, highlighting the
rapidly evolving landscape of AI technologies[3]. An example of

this remarkable progress is ChatGPT, an AI model that has
attracted considerable attention due to its exceptional ability to
generate human-like text. This upswing in AI, as seen through
models like ChatGPT, represents a broader trend where AI
technologies are becoming increasingly indispensable in various
domains[4]. These applications range from natural language
processing and content generation to sectors as diverse as

aSchool of Public Health Sciences, University of Waterloo, Waterloo, Ontario, Canada, bDepartment of Radiology and Nuclear Medicine, Erasmus MC University Medical
Center Rotterdam, Rotterdam, cDepartment of Epidemiology, Erasmus MC University Medical Center Rotterdam, Rotterdam, The Netherlands, dBusiness School, The
University of Queensland, Brisbane, Australia, eDepartment of Health Information Management, School of Health Management and Information Sciences, Iran University of
Medical Sciences, Tehran, Iran, fDepartment of Health Information Technology, School of Allied Medical Sciences, Lorestan University of Medical Sciences, Khorramabad,
Iran, gDepartment of Mathematical Modeling and Artificial Intelligence, National Aerospace University ‘Kharkiv Aviation Institute’, Kharkiv, Ukraine, hDepartment of Health
Information Management, Clinical Education Research Center, Health Human Resources Research Center, School of Health Management and Information Sciences, Shiraz
University of Medical Sciences, Shiraz, Iran, iDepartment of Systems Design Engineering, University of Waterloo, jResearch Institute for Aging, University of Waterloo, Waterloo,
Ontario, Canada, kCentre for Digital Therapeutics, Techna Institute, University Health Network, Toronto and lDalla Lana School of Public Health, Institute of Health Policy,
Management, and Evaluation, University of Toronto, Toronto, Ontario, Canada

Sponsorships or competing interests that may be relevant to content are disclosed at the end of this article.

*Corresponding author. Address: Department of Health Information Management, School of Health Management and Information Sciences, Iran University of Medical
Sciences, Tehran, Iran. Tel.: +0218 879 4301. E-mail: salmani.h@iums.ac.ir (H. Salmani).

Supplemental Digital Content is available for this article. Direct URL citations are provided in the HTML and PDF versions of this article on the journal’s website,
www.lww.com/annals-of-medicine-and-surgery.

Published online 8 November 2024

Received 19 August 2024; Accepted 25 October 2024

Copyright © 2024 The Author(s). Published byWolters Kluwer Health, Inc. This is an open access article distributed under the terms of the Creative Commons Attribution-Non
Commercial-No Derivatives License 4.0 (CCBY-NC-ND), where it is permissible to download and share the work provided it is properly cited. The work cannot be changed in
any way or used commercially without permission from the journal.

Annals of Medicine & Surgery (2024) 86:7094–7104

http://dx.doi.org/10.1097/MS9.0000000000002716

’Systematic Review/Meta-analysis

7094

http://links.lww.com/MS9/A636
http://links.lww.com/MS9/A636
http://www.lww.com/annals-of-medicine-and-surgery
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


healthcare and customer support[5–7]. The swift and multifaceted
growth of AI, particularly generative AI, continues to be a central
point of discussion in contemporary technological discourse,
shaping the way we interact with and apply AI in various aspects
of our lives[4].

The applications of generative AI, with a notable focus on
ChatGPT, within the healthcare domain, are profoundly influ-
encing a wide spectrum of healthcare-related interactions and
processes. ChatGPT, as an advanced languagemodel, embodies a
diverse range of applications, with a particular emphasis on its
potential utility in the clinical domain and its capacity to respond
to clinical questions posed by various stakeholders, including
healthcare providers, clinicians, medical sciences students, and
patients[8,9]. Within this framework, ChatGPT emerges as a
multifaceted resource, holding great promise for supporting
numerous critical healthcare functions[5]. Healthcare providers
and clinicians can harness ChatGPT’s capabilities to aid in
screening, diagnosis, treatment planning, medication manage-
ment, and rehabilitation planning, potentially optimizing patient
care and clinical decision-making[6,10,11]. Medical sciences stu-
dents stand to benefit from ChatGPT as an educational tool,
enabling them to receive guidance, references, and clarifications
on intricate medical concepts and practices, thereby advancing
their knowledge base[6,12,13]. Furthermore, patients can find
ChatGPT a valuable ally in enhancing health literacy and patient
education, affording them comprehensible and reliable health-
care information and increasing more informed and empowered
involvement in their healthcare journey[7,14].

The significance of rigorously evaluating ChatGPT’s performance
in responding to clinical questions cannot be overstated. Such eva-
luations are pivotal in ensuring the reliability, accuracy, and safety of
AI-driven interactions within the healthcare domain[15–17]. Clinical
questions often encompass critical aspects of medical diagnosis,
treatment planning, and patient care, making the quality of
responses a matter of paramount importance[18,19]. An inade-
quately evaluated AI model may inadvertently provide mis-
information, potentially compromising patient safety, and
healthcare decision-making. Therefore, comprehensive assess-
ments of ChatGPT’s responses are essential to ascertain the
model’s ability to furnish accurate medical information, provide
sound diagnostic insights, and provide appropriate treatment
recommendations. Furthermore, these evaluations help uncover
potential biases, ethical concerns, and limitations, providing
invaluable perspectives into responsible AI implementation in
healthcare. Robust evaluations serve not only as a means of
quality assurance but also as a cornerstone for enhancing trust
among healthcare providers, clinicians, and patients, ultimately
strengthening the foundation of AI integration in clinical
settings[20–22].

During this timeframe, numerous studies have assessed
ChatGPT’s performance in responding to clinical questions and
reported their findings. However, there has been a notable gap in
synthesizing and consolidating this disparate literature into a
comprehensive overview. Thus, the aim of this study was to
conduct a systematic mapping and synthesis of existing literature
concerning the utilization of ChatGPT, or similar conversational
AI models, in addressing clinical queries across diverse healthcare
domains. Our objective was to elucidate the characteristics,
applications, challenges, and evaluation methods associated with
ChatGPT’s role in clinical inquiry. By examining the scope of
research, methodologies, clinical settings explored, and outcomes

assessed, we aimed to provide insights for future research direc-
tions, clinical implementation strategies, and ethical considera-
tions in leveraging ChatGPT for clinical decision support.

Methods

In November 2023, we conducted a comprehensive scoping
review, systematically searching scientific databases, including
PubMed, Scopus, IEEE, Web of Science, Google Scholar, and
Cochrane. Our search was guided by relevant keywords, and our
article selection process adhered to the guidelines delineated in
the Preferred Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA, Supplemental Digital Content 1, http://links.
lww.com/MS9/A636) extension for Scoping Reviews (PRISMA-
ScR, Supplemental Digital Content 1, http://links.lww.com/MS9/
A636). Following the application of predefined inclusion and
exclusion criteria, a meticulous curation process resulted in the
inclusion of a total of 41 articles. Subsequently, we meticulously
summarized and reported the collated data.

Information sources

The primary electronic search commenced on 1st August and
concluded on 15th August 2023. Searches were conducted in
scientific databases, including PubMed, Scopus, IEEE, Web of
Science, Google Scholar, and Cochrane. Given the inter-
disciplinary nature of our research, we expanded our search to
include databases and knowledge repositories in the fields of
health sciences and engineering.

Search strategy

The combination of related keywords is detailed in Table 1. All
search steps were executed by the PRISMA-ScR flowchart
(Supplemental Digital Content 1, http://links.lww.com/MS9/
A636).

Selection criteria

i. Use of ChatGPT.
ii. Application within the clinical domain (medical education,

diagnosis, treatment, or rehabilitation).
iii. Conducted evaluation and reported results quantitatively.

HIGHLIGHTS

• Explores the potential of ChatGPT in medical education,
patient care, and clinical decision support.

• Conducted a scoping review of 41 academic studies
following PRISMA-ScR guidelines.

• Found GPT 3.5 to be the most frequently studied version in
diverse medical scenarios.

• Included comparisons with expert opinions and statistical
analyses to assess ChatGPT’s performance.

• Noted performance differences across medical specialties
and linguistic contexts.

• Highlighted issues such as limited access to official answer
keys and the need for ongoing refinement.

• Emphasized the importance of continued research, ethical
considerations, and regulatory frameworks for AI integra-
tion in healthcare.
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iv. Journal and conference article.
v. All types of papers (original, letter, viewpoint, case report,

short communication, etc.), except for review articles.

Selection process

The article selection process adhered to PRISMA-ScR guidelines
(Supplemental Digital Content 1, http://links.lww.com/MS9/A636),
resulting in the inclusion of 41 papers. Two authors conducted all
steps in the selection and quality evaluation of the papers. Cases of
disagreement were referred to a third reviewer for final decisions.

Data extraction

The data extraction was done using a data extraction form which
was designed based on the objectives of the study. The searches
were independently conducted by two authors to mitigate potential
bias. In disagreement cases, the search results were reviewed by a
third party who resolved any discrepancies. Searches were limited
to published articles in English, without any specific time limitation.

The data extraction process encompassed several categories,
including Title and Author, Year of publication, country, type of
publication, study medical domain (primary care specialty and
types), the user asking the questions (physicians, nurses, students,
pharmacists, etc.), Aim of the study, Evaluation Methods,
Performance measure metrics (accuracy, F1, Coppa, etc.), Gold
standards applied, Summary of results, Conclusion, Limitations/
challenges of the study, and version of ChatGPT (see Appendix 1,
Supplemental Digital Content 2, http://links.lww.com/MS9/A636).

Data analysis

Both quantitative and qualitative methods were used for data
analysis. We used descriptive methods to analyze quantitative
variables and then conducted a thematic analysis on data from
three qualitative variables. For quantitative assessment, data
extracted were imported into SPSS v26 (IBM), where basic
descriptive statistics were computed to outline information about
publication year, country of origin, publication type, medical
domain studied, target audience, evaluation methodology, gold
standard, and the version of ChatGPT utilized. For qualitative
examination, thematic analysis was employed to scrutinize three
qualitative variables: challenges and limitations, evaluation
methods, and study conclusions. Data from each variable were
individually imported into NVivo v14 (QSR International), and
thematic analysis was conducted by the framework delineated by
Thomas and Harden[23] encompassing three stages: initial free
coding of primary study findings, subsequent organization of
these codes into cohesive descriptive themes, and final develop-
ment of analytical themes.

Results

In our scoping review, we identified 1002 articles, out of which 41
academic papers were included (Fig. 1). Through a meticulous
analysis of existing literature, the review shows the model’s
promising role in medical education, patient care, and decision
support, while also identifying challenges such as access to official
answer keys, representativeness of question sources, and varia-
tions in performance across different medical specialities and
linguistic contexts. The diverse array of questionnaire sources
and thorough examination of Generative pretrained transformer
(GPT) versions provide a comprehensive overview of the land-
scape of research and development in natural language proces-
sing applied to healthcare. In general, the findings contribute
valuable perspectives to the evolving discourse surrounding AI-
driven technologies in healthcare, informing future research
directions and guiding the integration of ChatGPT into clinical
practice and medical education.

Characteristics of study and literature distribution

According to Figure 2, the United States emerged as the primary
contributor to publications, (36.6%, n= 15), while Turkey,
Korea, Israel, UK, and Singapore each contributed (2.4%, n=1).

Study medical domain

The field of Health and Medical Education accounted for
12.19% (n= 5) of the total[24–28]. Other areas included
Ophthalmology (9.7%, n=4)[29–32] and Clinical and Medical
Informatics (7.3%, n=3),[10,33,34] and various other fields (4.8%,
n=2 and 2.4% n=1). This comprehensive coverage of medical
domains ensured a thorough evaluation of ChatGPT’s perfor-
mance across a wide range of clinical scenarios and diagnostic
challenges. By assessing its capabilities in various specialities, the
scoping review provided valuable perspectives into the model’s
potential applications in clinical practice, medical education, and
research (see Table 2).

Challenges and limitations

The scoping review of the evaluation of ChatGPT’s performance
in responding to clinical questions identified nine challenges and
limitations. According to Table 3, the most frequently cited
challenges and limitations of GPT were ‘Subjectivity and Bias’
constituting n= 9 (15%)[20,21,35–41]. ‘Sample Size Limitations’,[35,
39,40,42–45] ‘Representation and Generalizability of Data’,[21,34,37,39,
40,44,46] ‘Outdated Information and Training Data’,[24,40,47–51]

‘Variability in Responses and Interpretations’[27,38,40,43,49–51], and
‘Lack of Validation or Verification Mechanisms’[21,29,37,40,50–52]

were the second most frequently mentioned n=7, representing
11.66% of the occurrences. The third theme was ‘Limitations in
Clinical Reasoning and Judgment’ with six studies included
(10%)[30,38,43,46,48,53]. In general, these challenges and limitations
emphasized the need for continued refinement and improvement
in utilizing ChatGPT for clinical decision-making purposes.

Evaluation methods

The evaluation of ChatGPT’s performance encompassed a wide
array of methodologies, reflecting a rigorous academic approach
aimed at assessing its capabilities across diverse medical domains.
These methodologies can be classified into several categories.

Table 1
Search strategy

Search strategy

Databases: PubMed, Scopus, IEEE, Web of Science, Google Scholar, and Cochrane
Limits: Language (only resources with English(, Species (studies on human)
Date: 1 All literature to 20 November 2023
Search strategy: #1 AND #2 AND #3
#1 ‘ChatGPT’
#2 ‘Evaluation’ OR ‘Performance’
#3 ‘health*’ OR ‘medical’ OR ‘clinical’
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Firstly, there was a significant emphasis on comparing ChatGPT’s
performance with expert opinion and physicians’ decision
-making[37,38,40,49]. This involved benchmarking against human
experts, evaluating responses against established guidelines, and
assessing its ability to handle real-world clinical scenarios based
on published vignettes. Secondly, standardized exam questions
played a crucial role, with evaluations conducted using multiple-
choice questions, theoretical questions, and diagnostic reasoning
tasks across various medical specialties[28,39,43,52,54,55]. Statistical
analysis was also employed extensively to analyze evaluation
data and results[27,35]. Additionally, academic evaluations were
conducted in academic settings, providing further insights into
ChatGPT’s performance[56]. Communication and decision sup-
port abilities were assessed through scenarios and
suggestions[50,57]. Other methodologies included grading
responses by specialists, investigating the impact of health lit-
eracy, evaluating emotional awareness, and assessing perfor-
mance across specific medical subfields[36,42,46,47,51,58].

Another crucial aspect was the creation and assessment of
datasets used to train and test ChatGPT[21]. Efforts were made to

generate diverse datasets to ensure comprehensive evaluation and
gage the complexity of the data utilized. Moreover, quality
assessments were conducted using global scales and guidelines to
measure the overall accuracy and adherence of ChatGPT’s
responses to established medical standards[29,42,51].

Furthermore, ChatGPT’s performance was evaluated through
comparison with historical cohorts of human experts, providing
insights into its advancements compared to past practices[58].
Additionally, the impact of language and cultural nuances was
explored by evaluating ChatGPT’s performance in tasks related
to Chinese medical knowledge[58].

Moreover, specific medical specialties, such as ophthalmology
and dermatology, underwent detailed evaluations to assess
ChatGPT’s performance in these domains[29,44,47]. Assessment
methodologies also included analyzing ChatGPT’s responses to
specialty-specific examination questions, such as those from the
Dermatology Specialty Certificate Examination and pharmacist
licensing exams[44,57]. Furthermore, the ability to generate clinical
letters, provide radiology screening reports, and suggest appro-
priate clinical decision support alerts were evaluated to assess

Figure 1. Scoping literature review procedure based on PRISMA-ScR.
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ChatGPT’s practical utility in clinical settings[39,50,59]. These
evaluation methods, combined with the previously mentioned
approaches, provided a comprehensive understanding of
ChatGPT’s performance and capabilities in the medical domain.

Questionnaire sources

This study presents a comprehensive analysis of the diverse array
of medical questions and scenarios collected from various sources
and contexts. These encompass clinical consultations, educa-
tional curricula, standardized medical exams, and training

resources. In this section, we categorize the data into three main
themes to provide a structured overview of the sources and
contexts from which these medical inquiries were gathered.

Clinical consultations and physician queries: This category
encompasses a wide range of medical questions and scenarios
sourced directly from clinical practice and professional inquiries. It
includes data from clinical consultations at a tertiary hospital[37],
questions generated by physicians across multiple specialties[21],
and patient queries curated from various sources such as bariatric
surgery support groups and medical encyclopedias[46].

Educational and examination materials: This category involves
questions derived from educational curricula and standardized
medical exams. It includes questions based on competency-based
medical education (CBME) curriculum for microbiology[35], licen-
sing exams in different countries[37,41,48,52,57], specialty board
exams like ophthalmology and dermatology[29,31,32,44], and
assessments for general practitioners[39].

Training and assessment resources: This category encompasses
datasets and resources utilized for training machine learning
models and assessing medical knowledge. It includes datasets of
annotated discharge summaries and screening reports for
machine learning training[55,60], self-assessment exams for neu-
rosurgery and general medical knowledge[25,39,61,62], as well as
clinical scenarios and quizzes for educational purposes[45,51,59].

These categories provide a structured overview of the diverse
sources and contexts from which medical questions and scenarios
were gathered, providing valuable perspectives for analysis and
learning. Moreover, the questionnaire sources encompassed a wide
range of medical assessments, including biochemistry question
papers, clinical vignettes from renowned medical manuals, and
specialty board examination questions. These resources provided
diverse clinical scenarios and diagnostic challenges, allowing for a
robust evaluation of ChatGPT’s performance across different
medical disciplines and contexts. In summary, the questionnaire
sources in this study were thoughtfully selected to provide a rig-
orous and academically sound evaluation of ChatGPT’s perfor-
mance in medical question answering. The diverse array of sources

Figure 2. Distribution of documents by year.

Table 2
Summary of the retrieved publications’ characteristics

Study medical
domain

Frequency (n= 41)
(Percent (100%)

Health and medical education 5 (12.20)
Ophthalmology 4 (9.76)
Clinical and medical informatics 3 (7.32)
Surgery 2 (4.88)
Biochemistry 2 (4.88)
Cardiology 2 (4.88)
Dermatology 2 (4.88)
General medicine 2 (4.88)
Microbiology 2 (4.88)
Multiple specialties 2 (4.88)
Neurosurgery 2 (4.88)
Urology 2 (4.88)
Radiology 2 (4.88)
Clinical workflow 1 (2.44)
ENT 1 (2.44)
Family medicine 1 (2.44)
Gastroenterology and hepatology 1 (2.44)
Obstetrics and gynecology 1 (2.44)
Pharmacy 1 (2.44)
Physiology 1 (2.44)
Psychology 1 (2.44)
Oncology 1 (2.44)
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ensured the breadth and depth of evaluation, contributing to the
credibility and validity of the study’s findings.

ChatGPT target users

Our study targeted a diverse array of stakeholders within the
medical community, aiming to address the needs of different user
groups. Medical education providers (n=3)[31,45,57], medical
students (n=1)[35], nonexpert clinicians and healthcare providers
(n=1)[48], and skin cancer patients (n=1)[59] were among the
target users identified in the scoping review.

Medical students can benefit from enhanced learning experi-
ences and clinical reasoning skills, while nonexpert clinicians and
healthcare providers can leverage ChatGPT as a supplementary
tool for clinical decision-making. Medical education providers
stand to gain insights into integrating AI technologies like
ChatGPT into their curriculum, increasing interactive, and enga-
ging learning environments. Moreover, skin cancer patients can
access clear and concise information about their condition and
treatment options, empowering them to make informed decisions
about their healthcare journey. This comprehensive approach to
addressing the needs of diverse user groups highlights the poten-
tial of ChatGPT to revolutionize medical education, patient care,
and knowledge dissemination within the medical community.

Test and comparison of GPT with other models

In evaluating ChatGPT’s performance, the scoping review inclu-
ded tests and comparisons with other systems or benchmarks to
assess its effectiveness and identify areas for improvement. The
analysis revealed instances where ChatGPT was tested or com-
pared against other models or approaches, demonstrating a sig-
nificant focus on evaluating its performance in various scenarios.

Specifically, ChatGPT was tested in 26 studies[20,21,25–
31,34,35,37–39,41–43,46–48,52,53,56,57,59,63] and medical contexts, indicat-
ing the model’s versatility and potential applications across

different domains. Additionally, there were 15 studies[24,32,
36,40,44,45,49–51,54,55,58,60–62] where GPT was directly compared with
other models or approaches, highlighting the importance of
comparative analyses to assess GPT’s effectiveness relative to
existing solutions. Interestingly, in one instance, GPT was men-
tioned in both testing and comparison contexts, showcasing the
multifaceted nature of its evaluation (Fig. 3).

These tests and comparisons provided valuable perspectives
into ChatGPT’s strengths and weaknesses, informing future
research and development efforts aimed at enhancing its perfor-
mance and utility in healthcare settings. By assessing its perfor-
mance against other systems or benchmarks, the scoping review
contributed to advancing the understanding of ChatGPT’s cap-
abilities and limitations in addressing clinical questions.

Gold standards

In evaluating ChatGPT’s accuracy and reliability, the scoping review
analyzed the use of gold standards in assessing its performance. Gold
standards refer to established criteria or benchmarks used to validate
the accuracy and reliability of AI models’ responses.

The analysis of the use of Gold Standards in GPT revealed two
studies where studies indicated the use of gold standards to assess
ChatGPT’s performance, highlighting the importance of rigorous
evaluation methods[55,58]. However, a significant proportion
of studies (n=39) did not utilize gold standards, suggesting
variations in evaluation practices across different
studies[20,21,24–32,34–57,59–63]. (see Table 3).

Despite the challenges associated with establishing gold stan-
dards in AI model evaluation, their incorporation is crucial for
ensuring the validity and reliability of assessment outcomes. By
adhering to established criteria or benchmarks, researchers can
enhance the credibility and reproducibility of their findings,
thereby advancing the field of AI in healthcare.

Table 3
Summary of results from thematic analysis of challenges and limitations of GPT

Number Key emergent themes

No. of
publications
defining this

theme Percentages Explanation

1. Subjectivity and bias 9 15 Numerous statements discuss the subjective nature of evaluations, scoring, or biases introduced by human
adjudication

2. Sample size limitations 7 11.66 Several statements highlight the modest sample size used in their studies, indicating potential limitations in
generalizability

3. Representation and
generalizability of data

7 11.66 Many statements mention limitations in the representativeness of the dataset or questions used, which could
impact the model’s performance across different scenarios or medical specialities

4. Outdated information and
training data

7 11.66 Multiple statements raise concerns about the model being trained on outdated data or its inability to incorporate
new information beyond a certain date

5. Variability in responses and
interpretations

7 11.66 Several statements mention variations in responses based on prompt wording, user interactions, or differences
in interpretation

6. Lack of validation or
verification mechanisms

7 11.66 Some statements express concerns about the absence of validation mechanisms or the inability to verify the
accuracy of responses

7. Limitations in clinical
reasoning and judgment

6 10 Various statements discuss limitations related to the model’s clinical reasoning, judgment, or ability to provide
accurate recommendations

8. Language and cultural
variations

5 8.33 Several statements mention the influence of language differences, regional variations, or cultural contexts on
response accuracy and validity

9. Inability to process visual
information:

5 8.33 Many statements highlight the model’s inability to process images, graphs, or clinical photographs, which could
limit its performance in certain medical specialities
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GPT versions

In assessing the performance of ChatGPT, the scoping review
examined different versions of the GPT model to identify trends
in usage and prevalence. The analysis revealed varying fre-
quencies of mentions for different GPT versions, with GPT 3.5
emerging as the most frequently mentioned version, garnering a
frequency count of 30[20,21,25,26,28–31,34–42,45,46,48–53,56–59,63]. This
indicates a significant focus on evaluating the performance of
GPT 3.5 within the context of responding to clinical questions.
Following closely, the combination of GPT 3.5 and GPT 4 was
mentioned seven times[32,43,44,54,60–62], suggesting a potential
interest in comparing the capabilities of these two versions.

Interestingly, the combination of GPT 3 andGPT 3.5 appeared
twice[24,55], indicating that researchers may have explored the
performance of earlier versions alongside more recent iterations.
Additionally, individual mentions of GPT 4[47] and GPT 3[27]

indicate the relevance of these versions in specific evaluation
contexts, albeit with lower frequencies (Fig. 4).

Study conclusions

This study provides an overview of the conclusions extracted from
studies evaluating ChatGPT’s performance, reliability, educational
utility, limitations, future directions, ethical considerations, poten-
tial applications, and comparisons with other models. Through a
thematic analysis of these studies, this review aims to elucidate the
current understanding of ChatGPT’s role and impact in healthcare
and to identify areas for further research and development.

Performance evaluation of ChatGPT

Studies have evaluated ChatGPT’s performance in various med-
ical contexts, including board exams, specialty exams, and clin-
ical decision-making scenarios. Some studies report promising
results, while others highlight limitations and areas for
improvement[20,21,26,27,30,31,35–39,41,43,44,52,53,55,59,63].

Accuracy and reliability

While ChatGPT demonstrates high accuracy and completeness in
generating responses, there are concerns regarding reliability, espe-
cially in complex or ambiguous scenarios. Some studies emphasize the
need for verification by human experts to ensure the correctness of
information provided by ChatGPT[21,25,26,35,37–39,43,47–49,52,54,56,59,62,63].

Educational tools and clinical support

Authors acknowledge the potential of ChatGPT as a supple-
mentary tool for medical education, board exam preparation,
and clinical decision-making. ChatGPT’s ability to provide
accurate information can aid both learners and practitioners in
accessing relevant medical knowledge[24,32,34,41,43,47,52,54,56–58,63].

Limitations and challenges

Several studies highlight the limitations of ChatGPT, including its
inability to handle complex or ambiguous questions, the potential
for generating incorrect responses, and the need for continual
improvement in training and development. Challenges such as
reliance on human verification, ethical considerations, and
potential biases are also discussed[31,34,44,49,50,54,56,58,63].

Future directions and recommendations

The authors suggest avenues for future research and development
to enhance ChatGPT’s performance, address limitations, and
ensure safe and effective integration into healthcare practice.
Recommendations include multidisciplinary collaboration, ongo-
ing evaluation, regulation, and user education[20,31,40,43,47,52,54,57].

Ethical and regulatory considerations

Discussions on the ethical implications of using ChatGPT in
healthcare, including concerns about patient safety, privacy, algo-
rithm transparency, and responsible use. Recommendations are
made for regulatory frameworks and guidelines to govern the
development and deployment of AI in clinical settings[26,31,34,36,49,59].

Potential applications and benefits

Despite challenges and limitations, authors recognize the potential
benefits of ChatGPT in improving access to medical information,
supporting learning, enhancing clinical decision-making, and
addressing healthcare workforce shortages[20,24,26,29,32,36,43,50,52].

Performance comparison and model evolution

Some studies compare the performance of different versions of
ChatGPT or evaluate its performance against other models or
human performance. These comparisons provide insights into the
evolution of language models and their potential applications in
healthcare[24,26,32,43,60,62].

This thematic analysis provides a comprehensive overview of
the conclusions drawn by various authors regarding ChatGPT’s
performance, limitations, potential applications, and future
directions in healthcare. Each theme reflects key aspects of
ChatGPT’s role and impact in medical practice and education,
along with considerations for its safe and effective use.

Figure 3. The distribution of test and comparison of GPT with other models.

Figure 4. The distribution of the GPT Versions.
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Discussion

The scoping review conducted in this study provides a compre-
hensive evaluation of ChatGPT’s performance in responding to
clinical questions across various medical domains and user
groups within the healthcare sector. This analysis indicates the
multifaceted capabilities and limitations of ChatGPT in sup-
porting critical healthcare functions. Moreover, it provides a
comprehensive analysis of various studies assessing ChatGPT’s
efficacy across diverse medical domains within the healthcare
sector. Our scoping review conducted in this study aims to enrich
our understanding of ChatGPT’s applicability in healthcare and
educational settings across various medical domains, as evi-
denced by studies conducted by Sarink et al. (2023)[49], Johnson
et al. (2023)[21], Samaan et al. (2023)[46], Das et al. (2023)[35], Yeo
et al. (2023)[40], Mahat et al. (2023)[56], and others.

Sarink et al.[49] (2023) investigated ChatGPT’s performance in
40 clinical consultations at a tertiary hospital in the Netherlands,
focusing on medical microbiology, thereby aligning with our aim
of assessing its utility in real-world clinical scenarios. Similarly,
Johnson et al. (2023) evaluated ChatGPT’s accuracy and com-
prehensiveness across 17 medical specialities in the USA, pro-
viding valuable perspectives into its performance in diverse
clinical settings. Their findings contribute significantly to our
understanding of ChatGPT’s applicability across various medical
contexts[21]. In addition, Samaan et al.[46] (2023) examined
ChatGPT’s accuracy and reproducibility in answering patient
questions about bariatric surgery in the USA and UK, aligning
with our goal of assessing its effectiveness in patient commu-
nication and education. Yeo et al.[40] (2023) investigated
ChatGPT’s accuracy in providing knowledge, management, and
emotional support for cirrhosis and hepatocellular carcinoma,
clarifying its potential role in supporting patients with complex
medical conditions. Furthermore, Mahat et al. (2023) assessed
ChatGPT’s performance in solving biochemistry questions in
India, further emphasizing its role in healthcare domains. These
studies contribute to our understanding of ChatGPT’s perfor-
mance and potential applications in variousmedical domains and
educational settings, highlighting both its strengths and areas for
improvement[56].

This study indicates the importance of continuous improve-
ment and rigorous evaluation of AI models like ChatGPT to
ensure their safe and effective integration into clinical practice. As
AI technologies become increasingly indispensable in healthcare,
it is crucial to address any challenges and limitations identified
during the evaluation process. By doing so, healthcare organi-
zations can enhance the reliability, accuracy, and safety of AI-
driven interactions, ultimately improving patient care outcomes
and enhancing trust among healthcare providers, clinicians, and
patients. Among these challenges is the lack of access to official
answer keys, which raises concerns about the reliability and
accuracy of ChatGPT’s responses. Additionally, issues regarding
the representativeness of question sources and the opacity of the
dataset used for training highlight the need for transparency and
rigor in AI model development and evaluation. Moreover, our
review indicates the potential for confabulation or ‘hallucination’
in responses, emphasizing the importance of stringent validation
of AI-generated outputs. Despite these challenges, ChatGPT’s
diverse applications within the healthcare landscape, from med-
ical education to patient empowerment, are acknowledged.

Studies have been conducted in different countries,

investigating its effectiveness in diverse medical specialities and
educational contexts. In recent years, there has been a surge in
research aimed at evaluating the performance and applicability of
ChatGPT across various domains within the medical field. Rao
et al.[53] (2023) evaluated ChatGPT’s capacity for ongoing clin-
ical decision support in the USA, focusing on standardized clin-
ical vignettes. Moreover, Huang et al. (2023)[43] benchmarked
ChatGPT’s performance in radiation oncology in Germany,
providing valuable perspectives into its utility in specialized
medical fields. Their study aligns with our aim of exploring
ChatGPT’s effectiveness across diverse medical domains.

Balel (2023)[42] assessed the usability of information generated
by ChatGPT in oral and maxillofacial surgery in Turkey.
Similarly, Kaneda et al. (2023)[37] examined the potential utili-
zation of ChatGPT in the Japanese clinical setting by investigating
the Japanese National Medical Licensing Examination. Zhu et al.
(2023)[51] evaluated the ability of ChatGPT to provide correct
and useful information on common problems related to prostate
cancer in China. These studies contribute to our understanding of
ChatGPT’s performance and potential applications in various
medical domains and educational settings. They highlight both
the strengths and limitations of ChatGPT in addressing complex
medical queries and providing significant insights for future
development and implementation.

While other studies focus on specific areas like biochemistry
university examinations or microbiology knowledge questions,
the scoping review provides a comprehensive overview of
ChatGPT’s performance across diverse medical domains. This
holistic approach enables healthcare providers and educators to
gain insights into ChatGPT’s potential applications and tailor its
usage to specific clinical or educational needs. Das et al. (2023)[35]

evaluated ChatGPT’s performance in answering microbiology-
related questions in India, clarifying its utility in different cultural
and medical contexts. Moreover, Mahat et al. (2023)[56] assessed
ChatGPT’s performance in solving biochemistry questions in
India, highlighting its utility in medical education and knowledge
dissemination. Their study is aligned with our aim of exploring
ChatGPT’s effectiveness in educational contexts. This study
provides valuable perspectives into ChatGPT’s cross-cultural
applicability. For instance, ChatGPT can be utilized as an edu-
cational tool for medical sciences students, aiding in their learning
process and enhancing their understanding of complex medical
concepts. Moreover, medical students, nonspecialist clinicians,
medical educators, and patients can potentially benefit from
ChatGPT’s capabilities, albeit with the recognition of the varia-
bility in its performance across different medical domains.
Therefore, continual refinement and improvement are imperative
to ensure the reliability and accuracy of ChatGPT in diverse
clinical scenarios.

The analysis reveals a clear dominance of GPT 3.5, indicating
its strong foothold in natural language processing tasks and text
generation within the healthcare domain. However, the inclusion
of other versions like GPT 3 and GPT 4 suggests their relevance in
specialized applications or research domains. This nuanced
understanding of GPT model usage patterns provides valuable
perspectives into the evolving dynamics surrounding the adop-
tion and utilization of different GPT versions for distinct pur-
poses within the healthcare sector.

Aligned with its overarching objective, this review meticu-
lously examines and synthesizes findings from multiple studies to
provide significant insights into ChatGPT’s utility, constraints,
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and associated challenges in addressing clinical queries posed by
stakeholders across the healthcare continuum. This approach
contrasts with prior research, which often focused on specific
medical specialties or user groups, thus providing a more holistic
understanding of ChatGPT’s performance.

The review illuminates various facets of ChatGPT’s perfor-
mance, highlighting both commendable attributes and areas
necessitating improvement. While ChatGPT demonstrates pro-
mise in supporting healthcare functions such as screening, diag-
nosis, treatment planning, medication management, and patient
education, it faces challenges that hinder its seamless integration
into clinical practice. The future of the study suggests several
avenues for advancing our understanding of ChatGPT’s role in
healthcare. Future research should prioritize longitudinal studies
to assess ChatGPT’s performance over extended periods, perso-
nalized responses tailored to individual patient characteristics,
improved transparency and interpretability of ChatGPT’s out-
put, and integration with existing healthcare systems to stream-
line its use in clinical practice. By addressing these areas, future
research can enhance ChatGPT’s utility as a valuable tool for
supporting clinicians and improving patient care.

Implication

This study provides several significant benefits. Firstly, it provides
a comprehensive analysis of existing research on ChatGPT’s
efficacy across diverse medical domains and user demographics
within the healthcare sector. By synthesizing insights from var-
ious studies, our review provides a significant understanding of
ChatGPT’s utility, constraints, and associated challenges in
addressing clinical queries. Additionally, our study highlights
both commendable attributes and areas necessitating improve-
ment, thus guiding future research and development efforts.
Furthermore, our scoping review contributes to advancing the
field of AI in healthcare by clarifying the potential applications of
ChatGPT in clinical practice and medical education. In summary,
our study provides valuable perspectives that can inform
healthcare professionals, researchers, and policymakers about
the role of ChatGPT in modern healthcare delivery.

Limitations

One limitation of this study lies in the search strategy and infor-
mation sources employed. Despite conducting searches in various
scientific databases and repositories, including PubMed, Scopus,
IEEE, Web of Science, Google Scholar, and Cochrane, there is a
possibility that relevant studies may have been missed.
Additionally, our search was limited to papers published in
English and studies conducted on human subjects only, which
may have excluded valuable research published in other lan-
guages or focusing on animal models. Furthermore, the search
timeframe from 1st August to 15th August 2023, imposes a
constraint that may have excluded relevant studies published
before or after this period. These limitations could potentially
impact the comprehensiveness of our review and the general-
izability of our findings.

Conclusion

In conclusion, this study conducted a scoping review to explore
ChatGPT in clinical inquiry, with an emphasis on its

characteristics, applications, challenges, and evaluation. Through
this review, we have highlighted ChatGPT’s promising role in
medical education, patient care, and decision support, while also
identifying areas for improvement, such as reliability, accuracy,
and cross-cultural applicability. By addressing these challenges
and leveraging ChatGPT’s strengths, we can optimize its inte-
gration into clinical practice, ultimately enhancing patient care
outcomes. The study results contribute to the ongoing discourse
surrounding AI-driven technologies in healthcare, driving further
research and development in this dynamic field.
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