
Informatics in Medicine Unlocked 35 (2022) 101135

Available online 24 November 2022
2352-9148/© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Development of an intelligent clinical decision support system for the early 
prediction of diabetic nephropathy 

Mohammad Reza Afrash f, Fatemeh Rahimi a,**, Hadi Kazemi-Arpanahi b,c, 
Mostafa Shanbezadeh d, Morteza Amraei e, Farkhondeh Asadi a,* 

a Department of Health Information Technology and Management, School of Allied Medical Sciences, Shahid Beheshti University of Medical Sciences, Tehran, Iran 
b Department of Health Information Technology, Abadan University of Medical Sciences, Abadan, Iran 
c Department of Student Research Committee, Abadan University of Medical Sciences, Abadan, Iran 
d Department of Health Information Technology, Faculty of Paramedical, Ilam University of Medical Sciences, Iran 
e Department of Health Information Technology, School of Allied Medical Sciences, Lorestan University of Medical Sciences, Khorramabad, Iran 
f Department of Artificial Intelligence, Smart University of Medical Sciences, Tehran, Iran   

A R T I C L E  I N F O   

Keywords: 
Diabetic nephropathies 
Data mining 
Risk factors 
Decision support system 

A B S T R A C T   

Background: Diabetic nephropathy (DN) is the most common microvascular complication of diabetes mellitus 
(DM) and is identified as a leading cause of the end-stage renal disease (ESRD). Considering the importance of 
early prediction of individuals at risk of this complication, the use of intelligent models through machine learning 
(ML) algorithms can be helpful. Therefore, this study aimed to identify the influential variables in predicting DN 
and fed them as inputs to develop an ML-based decision support system (DSS) for DN diagnosis. 
Methods: The data of 327 patients with diabetes (types 1 and 2) were retrospectively analyzed. After data 
preparation, the genetic algorithm (GA) feature selection method was used to identify the predictor variables 
affecting DN. Then, several ML algorithms, including the support vector machine (SVM), decision tree (DT), K- 
nearest neighbors (KNN), and artificial neural networks (ANN) were used to train predictive models based on the 
selected features. Afterward, the performance of the developed models was evaluated using sensitivity, speci-
ficity, and accuracy criteria in 10 independent runs. Finally, the DSS was developed based on the best fit model in 
the C# programming language. 
Results: Our findings illustrated that age, hemoglobin A1c (HbA1c) test, diastolic arterial pressure (DAP), systolic 
arterial pressure (SAP), fasting glycemia rate (FGR), and DM involvement time were the most important factors 
in predicting DN. Moreover, to predict the DN, GA combined with the DT algorithm obtained the highest per-
formance in terms of accuracy, sensitivity, specificity, and area under the curve (AUC), equal to 98.9, 98.6, 99.2, 
and 98.9%, respectively. 
Conclusions: The results revealed that GA combined with the DT classifier predicted DN with significant accuracy. 
Thus, the DSS developed based on DT can be considered a reliable tool to help physicians make decisions. Future 
studies are warranted to further validate the applicability of our model in clinical settings.   

1. Introduction 

According to the World Health Organization (WHO), the number of 
non-communicable diseases among the leading causes of global mor-
tality has increased from four in 2000 to seven (74% of all deaths) in 
2019. Among them, diabetes mellitus (DM) and kidney diseases are 

ranked ninth and tenth, respectively. The mortality rate from diabetes 
has increased by 70% during this period, and kidney disease has 
changed from the 13th to the 10th cause of death. These fluctuations are 
especially conspicuous in low- and middle-income countries (LMICs) 
[1]. DM has several microvascular complications for various organs such 
as the kidneys, nerves, eyes, heart, skin, and brain [2,3]. These 
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complications are responsible for an annual 4 million deaths globally 
(9% of total deaths), and 10–20% of diabetic patients die due to renal 
complications [4]. Diabetic nephropathy (DN) takes place in about 
25–40% of patients with type 2 diabetes and 30% of those with type 1 
diabetes [5–7]. DN is characterized by albuminuria and decreasing 
glomerular filtration rate (GFR) [8]. It is one of the leading causes of 
end-stage renal disease (ESRD) and imposes heavy costs on the health-
care system [9]. Therefore, it is essential to identify patients at risk of DN 
early to prevent related diseases. 

Early detection of diabetic patients prone to DN and ESRD can help 
reduce the burden of diabetic kidney disease (DKD). Although a 
decrease in GFR is a good indicator of the progression of kidney disease, 
this change begins when kidney damage occurs [10]; therefore, it is not 
an early predictor. Some researchers have noted the importance of 
microalbuminuria in predicting DN [11–13], while others have consid-
ered microalbuminuria’s sensitivity and specificity to be insufficient. In 
addition, the mere use of this factor in predicting DN has been ques-
tioned [14,15]. Note that DKD is observed in some patients without 
microalbuminuria [16]. Thus, it is interpreted that the lack of micro-
albuminuria and its progression to proteinuria does not always mean 
survival from kidney disease due to DKD [15]. 

Given this gap in the clinical area, many researchers in recent years 
have continued their efforts to identify predictive variables of DN and 
have tried to estimate the likelihood of people with diabetes developing 
DN. For example, we can refer to the study conducted by Yu et al. which 
identified and introduced 15 remarkable laboratory predictors [17]. 
Furthermore, Freedman et al. emphasized the influence of genetic fac-
tors on the incidence of DN [18]. However, despite advances in the 
clinical and genetics fields, there is a need to further investigate the 
proposed predictors [16]. Accordingly, it is suggested that new variables 
and models be considered in this regard [15]. Therefore, in recent years, 
the science of machine learning (ML) has been considered by various 
researchers to predict DN [19–24]. ML is a process in which valuable 
and interesting patterns are discovered from huge raw datasets and can 
support physician decision-making [25,26]. ML helps healthcare orga-
nizations to obtain patterns and trends from the mass of seemingly un-
related patient data. Based on ML, it is possible to predict the behaviors 

of new patients in terms of diagnosis, prognosis, and treatment [27]. The 
present study first identified the most predictive risk factors affecting 
DN, and then fed them as inputs into ML algorithms; afterward, the 
performance of ML algorithms were compared, and finally, a DSS was 
developed to estimate the likelihood of developing the disease based on 
the best performing algorithm. 

2. Methods 

2.1. Study design and setting 

In this retrospective study, data of 327 patients with DM (types 1 and 
2) were collected through a checklist from an electronic medical record 
(EMR) database at Imam Khomeini Hospital, Tehran, Iran. Of these, 150 
patients had DN. The process of data preparation and modeling was 
performed in MATLAB 2018 b software. In addition, the 10-fold cross- 
validation technique was employed to classify the data into training 
and test sets to achieve the best performance of the algorithms. The 
procedure of the study is displayed in Fig. 1. 

2.2. Study variables 

Several variables have been collected for DN patients in the EMR 
database. The criteria for selecting the candidate variables related to DN 
were based on consulting with expert nephrologists and reviewing the 
literature. DN was selected as the outcome variable, and a binary value 
for the prediction model was defined as either the development or 
absence of nephropathy. The following covariates were extracted based 
on the literature review coupled with experts’ opinions from the EMR 
database (see Table 1). 

2.3. Data preprocessing 

Data preprocessing plays a key role in optimal datasets before 
training ML algorithms. Some preprocessing techniques were applied 
after data collection. In this step, the rows of the dataset with missing 
values of greater than 70%, noisy data, and outliers or inconsistent data 

Fig. 1. Study roadmap.  
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were selected by two health-information management specialists and 
two nephrologists to enhance the classification algorithms. 

2.4. Feature selection 

Feature selection is the processing of selection features that are more 
effective and relevant in the prediction tasks, and excludes other unre-
lated or duplicate features from the analysis [28]. Various techniques 
can be used for this purpose, including the genetic algorithm (GA) [29, 
30]. The GA is an evolutionary algorithm to solve optimization problems 
[31]. It is a feature selection algorithm based on the mechanics of nat-
ural selection and natural genetics that can fully consider the relation-
ships between variables and identify the most suitable ones [32–36]. GA 
is a random optimization technique inspired by the Darwinian theory of 
natural evolution and survival. Evolution usually starts from a popula-
tion of randomly generated individuals, and is an iterative process, with 
the population in each iteration called a generation. In each generation, 
the fitness of every individual in the population is evaluated; fitness is 
usually the value of the objective function in the optimization problem 
being solved. The new generation of candidate solutions is then used in 
the next iteration of the algorithm. The GA operates on many solutions 
at various sequential generations to select superior offspring based on 
the survival of the fittest principles [37,38]. This algorithm was used in 
this study to identify the predictors of DN. 

2.5. ML algorithms 

Based on the selected features, six supervised algorithms were used 
to train the predictive models of DN, including radial basis function 
network (RBF), fuzzy neural network, pattern recognition network 
(PatternNET), support vector device (SVM), decision tree (DT), and K- 
nearest neighbors (KNN). The first three algorithms are artificial neural 
network (ANN)-based algorithms. 

ANN: It is an example of computational algorithms modeled on brain 
neurons’ behavior in the learning process to solve problems. It has at 
least three layers, including the input layer, the hidden layer(s), and the 
output layer. In neural networks, each neuron communicates with the 
neurons of its subsequent layers using a weighted connection. Each time 
a new piece of data is entered, the algorithm learns how to adjust its 
parameters and estimates the output variable(s)’ value from the input 
variables to solve nonlinear problems such as prediction problems 
[39–41]. The ANNs used in the modeling of the present study included 
the RBF network, the fuzzy neural network, and the PatternNET). 

SVM: It is a powerful approach to binary classification problems. 

Depending on the number of features (dimensions of data space), a line, 
plane, or hyperplane is used to separate data of different classes. This 
algorithm solves linear and nonlinear problems (especially when the 
data are highly intertwined) [42,43]. 

DT: This algorithm, used to solve classification and regression 
problems, creates a tree-like structure. In this structure, each path from 
the root to one of the leaves of a tree expresses a rule. Rules are used to 
classify any new piece of data [44]. 

KNN: This algorithm is straightforward but practical in classifica-
tion. It detects the class of each piece of data according to the class of the 
K data that are in the feature space in the nearest neighborhood of that 
piece of data [45]. 

2.6. Performance evaluation of the developed ML models 

The sensitivity, specificity, and accuracy of each predictive model 
were calculated in 10 independent runs, and the averages of the eval-
uation criteria were compared in different models.  

(1) Specificity = TN/(TN + FP)  
(2) Sensitivity (Recall) = TP/(TP + FN)  
(3) Accuracy= (TP + TN)/(TP + TN + FP + FN) 

TP (true positive): People with DN who were correctly placed in the 
class of DN by the algorithm. 

TN (true negative): People without DN who were correctly placed in 
the class of people without DN by the algorithm. 

FP (false positive): People without DN who were incorrectly placed 
in the class of people with DN by the algorithm. 

FN (false negative): People with DN who were incorrectly placed in 
the class of people without DN by the algorithm. 

For the training phase, the performance of prediction algorithms was 
assessed according to a 10-time-iteration of the 10-fold cross-validation 
method. In the testing phase, the performance of the prediction algo-
rithms was independently assessed. To use the ML classifiers more 
accurately and sensitively, we searched the optimal hyper-parameters 
providing the highest validation accuracy, sensitivity, and specificity 
(Table 2). 

To implement the DSS under Windows, the C # programming lan-
guage was used as the front end, and the MySQL software was used to 
implement and develop the DSS database. 

Table 1 
Statistical characteristics of the variables.  

ID Risk factor Measuring Unit Range DN Diabetic patient Average STD. deviation 

1 Age Year 30–59 53 110 54.7 3.8 
60–83 97 67 68.23 5.6 

2 Fasting glycemia rate mg/dl <125 mg/Dl 7 22 120.9 3.4 
>125 mg/Dl 143 155 141.2 8.15 

3 Body mass index (BMI) kg/m2 16–33 – – 24.90 5.32 
4 Hemoglobin A1c (HbA1c) % 6.2–7.9 – – 7.3 1.89 
5 Diastolic arterial pressure (DAP) mmHg 73–95 – – 85.29 13.19 
6 Systolic arterial pressure (SAP) mmHg 114–148 – – 132.65 16.57 
7 Diabetes mellitus time involvement Year 7–27 18.37 13.21 15.21 5.10 
8 Smoking  Yes 16 29 – – 

No 134 148 – – 
9 Gender  Female 69 82 – – 

Male- 81 95   
10 Alcoholism  Yes 11 14 – – 

No 139 163 – – 
11 Diet  Yes 26 31 – – 

No 124 146 – – 
12 Regular physical  Yes 12 17 – – 

No 138 160 – – 
13 Outcome variable Patient – 150 177 – –  
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3. Results 

3.1. Patient characteristics 

Of the 327 patients with diabetes, 150 patients developed critical 
DN. The median age of the patients who progressed to DN was higher 
than those who did not (66 vs. 53 years). The median duration of DM 
involvement time for DN is shown in Table 1. 

3.2. Results of feature selection 

The feature set of this paper consisted of 12 variables. After 
combining the GA with the two DT and SVM algorithms, six eligible 
variables were used for modeling: age, HbA1C, DAP, SAP, FGR, and DM 
involvement time (Table 2). The results of the feature selection algo-
rithm revealed that these six variables had played a crucial role in 
predicting DN (Table 3). 

3.3. Results of k-fold cross-validation 

Based on the results of the feature selection phase, we determined the 
six most important factors including age, DM involvement time, DAP, 
SAP, HbA1C, and FGR as inputs to the model to evaluate whether dia-
betic patients would develop NP or not. We tried six ML algorithms for 
modeling, including DT, Pattern Net, RBF network, SVM with linear 
kernel, KNN (K = 3), and FNN. 

Table 4 shows the 10-fold cross-validation with the mean for sensi-
tivity, specificity, and accuracy. The sensitivity and accuracy of DT were 
much higher than those of the other five ML models. The predictive 
algorithm established by KNN (k = 3) exhibited the worst performance 
among the six ML algorithms. Therefore, the algorithm constructed by 
the DT model was the optimum tool for DN prediction and was used for 
developing a Windows-based intelligence system. 

Fig. 2 displays the ROC curve of the DT. The area under the ROC 
curve for the DT was 98.9, which indicates the remarkable performance 
of this model. 

3.4. Windows-based application of prediction models 

Using the best-achieved ML algorithm, a Windows-based application 
was developed for easy accessibility and simple use of the ML models. 
The system calculates the probability of DN, which is computed ac-
cording to the best model. A view of the user interface of the system 
designed based on this model can be observed below (Fig. 3). 

4. Discussion 

This study designed a DSS to predict DN using ML techniques. 
Initially, GA-based feature selection was performed to select important 

variables affecting DN. Among a total of 12 primary variables, a set of six 
variables, including age, HbA1C, DAP, SAP, FGR, and DM involvement 
time were identified as the most important predictors of DN. The com-
bination of GA with the DT classifier achieved the highest ability in 
diagnosing DN with a sensitivity of 98.6%, specificity of 99.2%, and 
accuracy of 98.9%. 

In recent years, various researchers have attempted to use ML tech-
niques to predict the development of diabetes. However, given the 
different characteristics of individuals in different communities, the 
model proposed for one community may not be appropriate for another. 
Some studies have examined both genetic factors and laboratory routine 
factors [21,22], while others have focused solely on laboratory routine 
factors [19]. After training nine ML models to predict DKD on a dataset 
with 410 cases and 18 attributes, David et al. found that the DT classifier 
with an accuracy of 93.65 and a higher K value (0.8731) yielded the best 
performance [46]. Priyanka et al. evaluated the performance of four ML 
algorithms (KNN, SVM linear, SVM polynomial, and DT) to predict 
diabetic retinopathy. Finally, the DT model with 90% AUC showed the 
best performance [47]. Joshi et al. assessed the capability of the DT 
model for predicting type 2 diabetes. Their proposed model with an 
accuracy of 78.26% demonstrated reasonable performance [48]. 
Furthermore, the combination of logistic regression (LR)-based feature 
selection and DT-based classifier with 0.95% AUC attained the best 
performance for predicting diabetes in the study by Maniruzzaman et al. 
[49]. Pei et al. (2020) proposed a simple and reliable predictive model 
based on the 14 risk factors associated with 657 diabetic and 5904 
non-diabetic data by using the J48 DT classifier. Ultimately, the devel-
oped model achieved an accuracy of 90.3%, a precision of 89.7%, and a 
recall of 90.3% [50]. Eyasu et al. conducted a retrospective study on a 
dataset with 2640 records and concluded that the J48 DT model was the 
best-performing model with an accuracy of 97.34% for diagnosis and 
classification of diabetes [51]. Pei et al. also analyzed the capability of 
five well-known ML classifiers to identify individuals with diabetes 

Table 2 
Best hyper-parameters of all the trained algorithmsNum   

Data mining Models Hyper-parameters 

1 Decision tree – 
2 RBF network 12-3142-2, Spread = 120 
3 SVM Kernel function = linear kernel 
4 KNN K = 3 
5 Pattern recognition network 12-8-5-2 
6 FNN Using Matlab ToolBox  

Table 3 
Common predictors among the 10 runs.  

ID Algorithm Predictive variables 

1 GA-DT Age, DM time involvement, DAP, SAP, HbA1C 
2 GA-SVM Age, DM time involvement, DAP, FGR  

Table 4 
Comparing the mean performance of the used algorithms in 10 independent 
runs.  

Algorithm Sensitivity Specificity Accuracy 

DT 98.6 99.2 98.9 
Pattern Net 97.5 99.0 98.3 
RBF network 97.5 99.8 97.8 
SVM with linear kernal 96.7 98.4 97.6 
KNN(K = 3) 88.9 96.3 92.6 
FNN 93.4 100 92.6  

Fig. 2. Performance evaluation of the decision tree (ROC curve).  
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based on nine clinical variables of 4205 diabetic and non-diabetic cases. 
The experimental results showed that the J48 DT classifier has the best 
performance with an accuracy of 0.9503, precision of 0.950, recall of 
0.950, an F-measure of 0.948, and an AUC of 0.964 [52]. Similarly, Ye 
et al. developed eight ML techniques on 10237 patients’ data, and 
finally, the DT model performed best (AUC 0.74, 95% CI 0.71–0.76) 
[53]. Liu et al. analyzed the data of 3025 diabetic and non-diabetic in-
dividuals; the results showed that the DT achieved the highest accuracy 
(91.21%) in the prediction of diabetes [54]. Stefanopoulos et al. used the 
DT classifier and diagnosed the diabetic foot ulcer (DFU) with 80.6% 
sensitivity and 78.3% specificity [54]. 

As an evaluation criterion, sensitivity shows how well an algorithm 
can identify true positive cases. The importance of solid sensitivity re-
lates to correctly identifying cases that are more likely to develop DN. As 
a result, a physician can constantly monitor these patients’ conditions. 
The model proposed in this study correctly diagnosed 98.6% of cases 
with a high probability of developing the disease. In addition, Pattern 
Net, RBF, SVM, KNN, and KNN algorithms had the highest accuracy, 
respectively. In this study, age, HbA1C, DAP, SAP, FBS, and duration of 
involvement with diabetes were identified as important factors in 

predicting DN. Among these, the patient’s DAP, SAP, and FBS are factors 
that can be improved and controlled to some extent by lifestyle man-
agement and self-care. This, in turn, can reduce the risk of developing 
DN in the future. Some studies have shown that genetic factors signifi-
cantly affect the prediction of DN [22], and the combination of genetic 
and non-genetic factors can significantly predict the DN risk [22]. 

Due to the limited access to genetic data in the present study, the 
issue has been examined only from the perspective of non-genetic data 
(laboratory and non-laboratory). In the present study, the predictive 
models were developed using easily available routine features. There-
fore, screening DM patients to find those who are susceptible to devel-
oping DN is possible in primary clinics. Another strength of the present 
study is that among the ML techniques used, the DT has obtained the 
most robust response in terms of accuracy and sensitivity. Since the 
method of inference in DT algorithms is visually quite clear, the pro-
posed model can be considered a reliable and user-friendly model for 
physicians; on the other hand, models such as the neural network act as a 
so-called “black box,” and its interpretation is not clear to the physician. 

This study also had some limitations that must be addressed. The lack 
of access to genetic data was a limitation that we could turn into a 

Fig. 3. User Interface of the software.  
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strength. In developing the models, the focus was only on routine and 
easily available factors collected for diabetic patients in healthcare 
centers. Another limitation of the present study was that the data of 
diabetic patients who did not develop DN were taken from the records of 
those referred to the hospital. Therefore, these people may not be good 
representatives of people with diabetes. 

Although the proposed DSS showed a significant performance for the 
present data, it is better to test it using the data of other healthcare 
centers as well. This was not possible due to the limitations of data ac-
cess in the present study. The significance point of this study is that 
despite the presence of GFR and microalbuminuria in individuals, this 
variable is generally removed from the dataset and is not involved in 
modeling because the purpose is to predict the likelihood of DN pre-
ceding kidney damage. However, changes in GFR and microalbuminuria 
begin when kidney damage begins. 

5. Conclusion 

GA combined with the DT algorithm attained the highest accuracy 
among all the ML algorithms. Thus, the proposed DSS based on this 
combination helps detect DM patients prone to DN in an early stage. 
Physicians and health authorities can use the developed system to 
inform their interventions for decreasing mortality and morbidity of DN 
and avoiding the burden on the healthcare system. Future studies are 
warranted to further validate the applicability of our model in clinical 
settings. 
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